
Nesus PhD Symposium 2016 • February 2016 • Vol. I, No. 1

The Analysis of Diachronic Variation in
Romanian Print Press

Daniela Gîfu

Alexandru Ioan Cuza University, Faculty of Computer Science, 16, General Berthelot St., 700483, Iaşi
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Abstract

The paper describes a study based on diachronic exploration of Romanian texts in order to implement a technology
for detecting automatically the morpho-lexical from 1840 to nowadays. The chosen timings put in evidence the
language changes, describing, also, the phenomena related to the evolution of the Romanian language, especially, in
print press. We define a complex methodology for recovering of old Romanian texts in two different spaces: Romania
(until 1918, representing 3 countries, Moldova, Wallachia and Transylvania) and Republic of Moldavia, the last
being a territory lost of Romania after the historic events. The aim of this survey it to analyse the morphology and
lexical-semantics of Romanian language, based on important corpus starting with the middle of the 19th century
until today, in order to compare them, emphasizing the language differences and similarities. This work could be of
interest to lexicographers and computational linguistics specialists, who want to clarify the linguistic identity.
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I. Motivation

This research is anchored in diachrony (over the cen-
turies, Romanian language has crystallized some struc-
tures which continue to be preserved as we show later)
at the expense of synchrony, since today, despite lan-
guage innovations (Coşeriu, 1997) appeared, things
seems to be more stable (Ciompec, 1985). It is about
how can we investigate the linguistic deviations that
affect the multilingual Republic of Moldova in parallel
with the Romanian language, using natural language
processing (NLP) methodology for tracking diachronic
changes from the middle of the 19th century?

II. Related work

Up to the 16th century almost all scientific writing
in Europe was conducted in Latin. The construction
and annotation of historical corpora is challenging in
many ways (Lüdeling et al. 2005; Chiarcos et al., 2008;
Claridge, 2008; Rissanen, 2008; Kytö, 2011; Kytö and
Pahta, 2012, among many others).

In general, the creation of a parallel corpus of di-
achronic language is constituted by biblical texts, be-
cause the Bible is one of the earliest sizable coherent
texts documented for many languages (especially Eu-
ropean). The reason is obvious, the digital text is freely
available in an unparalleled variety of languages and
it has been repeatedly updated in different periods
of time (Resnik et al., 1999) becoming very useful for
comparative and diachronic studies. For instance, for
older Germanic languages (Sukhareva and Chiarcos,
2014).

The diachronically and synchronically comparative
studies of the Romance languages expose the presence
of many similarities, especially in diachronic studies
(Densuianu, 1902). Latin was the starting point, but
issues about substratum, superstratum and adstratum
which contributed to differentiate language were not
set aside.

Contributions assigned to this section are closely
related to the previous ones, as many of the ideas in
Romance linguistics are also found in diachronic or di-
atopic study of the Romanian language. Linguists are
known to call for language facts from the Romanesque
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in order to explain some form and vice versa. We
should mention contributions of Al. Rosetti (Rosetti,
1968; Rosetti et al., 1971), Iorgu Iordan (Iordan, 1975),
Al. Graur (Graur, 1968), Valeria Guţu-Romalo (Guţu
Romalo, 1972; 2005), Florica Dimitrescu (Dimitrescu,
1978, 1982), Marius Sala (Sala, 1998), Victor Iancu
(Iancu, 2000), Narcisa Forăscu (Forăscu, 2001), An-
gela Bidu-Vrănceanu (Bidu-Vrănceanu, 1986), Theodor
Hristea, (Hristea, 1984) followed by those of Adri-
ana Soichiţoiu-Ichim (Stoichiţoiu-Ichim, 2001), Rodica
Zafiu (Zafiu, 2001), Grigore Brâncuş (Brâncuş, 2004) or
Adrian Chricu (Chircu, 2012).

Reading the studies published by our predecessors
helped us to better perceive the differences occurring
in the Romanian language, in the diachronicy and
diatopic. Taking over the way how to interpret the
language facts from them, our system is developed
based on morphological and syntactical analysis of the
words found in analyzed ancient texts as highlighted
by the methodology proposed in this paper.

The rich literature tells its own story regarding the
usefulness of technology and information services
(Carstensen et al., 2009; Jurafsky & Martin, 2009; Man-
ning & Schütze, 1999; Cole et al., 1998; Tufiş & Filip,
2002; Cristea & Butnariu, 2004; Trandabă
ct et al., 2012, Gîfu, 2015). The development and use of
software for natural language processing (NLP) high-
light the defining aspects of the text (morphological
and syntactic analysis, semantic analysis and, more
recently, pragmatic analysis).

The similarities between languages are interesting
for historical and comparative linguistics, as well as for
machine translation and language acquisition as well.
Scannell (2006) and Hajič et al. (2000) argue for the pos-
sibility of obtaining a better quality in translation us-
ing simple methods for very closely related languages.
Koppel and Ordan (2011) studied the impact of the
distance between languages on the translation prod-
uct and conclude that it is directly correlated with the
ability to distinguish translations from a given source
language from non-translated text. It has been estab-
lished that some genetically related languages have a
high degree of similarity to each other, and its speak-
ers are able to communicate without prior instructions
(Gooskens, 2006; Gooskens et al., 2008).

The approach for the study of the evolution of Ro-
manian language is focusing only on the orthographic
similarity. The basis for this approach consists of the
idea that phonetic alterations have an orthographic
correspondent, thus an alphabetic character correspon-
dences (Delmestri and Cristianini, 2010).

Different approaches have been used in previous
case studies in order to assess the orthographic dis-
tance similarity between related words. Their accuracy
has been investigated and compared (Frunza et al.,
2005; Rama and Borin, 2014), but a clear conclusion
could not be drawn with respect to which method is
the most appropriate for a given task. Metrics will be
used to determine the orthographic similarity between
related words. For the moment, we have the syllabic
similarities of the Romanian language in different ge-
ographic areas and periods of time, starting by the
Ciobanu and Dinu works (Ciobanu and Dinu, 2014).
They used orthographic metrics like: the edit distance,
the longest common subsequence ratio, and the rank
distance.

III. Thesis idea

This survey describes the work methodology, starting
with two collections of publications (Romanian and
Moldavian), written at the middle of the 19th century,
in order to compare them, emphasizing the language
differences. In this sense, a modular structure is pre-
sented, including text processing, extracting quotes,
WEKA statistics, and language similarity computation.
As an illustration of the possible synergies between
diachronic textual resources and linguistic research,
a diachronic architecture is described using statisti-
cal machine learning techniques to infer probabilistic
context-sensitive rules for the automatic delimiting in
time and space of unknown words.

This amount of parallel data is of crucial interest to
philologists and comparative linguists. Out of this con-
text, it is also important for aligned journalistic corpora
with the most important Romanian language resources
as DEX-online and eDTLR, the last being developed
by the Romanian Academy and âĂIJAlexandru Ioan
CuzaâĂİ University of Iaşi.
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IV. Authors and Affiliations

Formatting the authors’ names and their affiliation
depends on the number of authors and the number
of different affiliations. Both names and affiliations
spread over both columns.

V. Conclusion and future work

Language was not and is not static but the feature
that characterizes language is the dynamism, whether
it focuses on internal processes of word formation or
loanwords. We were able to successfully create a search
system for unknown words, acting especially on old
text fields, these facts representing a premiere for Ro-
manian language. For elaboration, symbolic method
was used, combining efficiently rules created manu-
ally and a carefully organized external collection of
files. It has been used two instruments of the Fac-
ulty of Computer UAIC, thus proving their usefulness:
morphological and syntactic Tagger (WebPosRo) and
Graphical Grammar Studio, and also improving ex-
isting findings. This resource can be useful in other
projects on the same topic, where you only need to
import.

By collecting all the information from an important
resource we generate a large corpus that can be easily
used in this application, but also this may be a way to
extend the variation of programs that will use it. In
this case, all this work of collecting content in order to
get a large database will influence the final output of
the main application.

Using the Naïve Bayse classifier available in WEKA,
we managed to implement a mechanism which can
find the words region and the period of time with 91%
of correctly classified instances.

In the future we want to apply a few metrics in or-
der to determine the orthographic similarity between
related texts from the same period of time, but differ-
ent areas. Moreover, we plan to extend this analysis
for other kind of texts (literature, for instance), and to
combine the orthographic approach with semantic evi-
dence for a wider perspective on Romanian language
similarity.
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slaviştilor la începutul secolului al XXI-leaâĂİ (Cluj-
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române, col. "Repere", Bucureşti, Editura Humani-
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[35] Rosetti, Al., Cazacu, B., Onu, L. Istoria limbii
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